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Hate speech has become one of the most common and critical manifestations 

of social activity in the digital age. Since digital platforms have now emerged 

as the primary means of communication across the world, they have also 

appeared as the primary places that help in the propagation of hate speech. The 

objective of this research is to discover the impact of hate speech, and social 

implications based on the previous study. The method employed in this study 

is secondary data collected from the academic databases of Scopus, Web of 

Science (WOS), and Google Scholar. Data analysis in the study was done 

narratively, which is a type of qualitative analysis that involves interpreting the 

narratives. The findings of the study revealed that there are several impacts, 

such as the architectural characteristics of social media platforms leading to the 

fast dissemination of detrimental content, anonymity and fast sharing of 

detrimental content, and psychological consequences. Social implications 

discovered social categorisation and excluded vulnerable groups, difficulty in 

avoiding harassment, othering, prejudice becoming the new norm, universality 

and legal issues, impact on trust and social cohesion, and political environment 

and prejudice becoming the new norm. Therefore, this study aims at offering a 

broad understanding of the different factors that shape hate speech. It suggests 

future research, policymaking and practical solutions for the improvement of 

the digital environment and the reduction of cyberbullying. 
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Introduction 

The advancement in technology has brought about a change in the communication process in 

the society through the provision of an opportunity for communication in the society as well as 

the sharing of information. But this technological advancement has also enabled the fast 

dissemination and escalation of hate speech, which is a problem for society. Hate speech, on 

the other hand, is a deliberate communication that is meant to offend people based on their 

group identity, including their race, colour, gender, or religion, and the intention is to demean 

them (Castellanos et al., 2023). In the context of online platforms, hate speech can be defined 

as any comment, post, picture, or video that is meant to degrade, offend, or even call for harm 

on a person or group of people based on their characteristics (Akinsanya, 2024). Hate speech 

may be in the form of spoken words, written words, or even through gestures and signs (Davani 

et al., 2023). Another trend is the growth of hate speech, which employs social networks to 

send obscene remarks and obscene behaviour, thus degrading the general user experience and 

making users susceptible to harassment (Mollas et al., 2022). Another is the fact that, in most 

cases, the offenders can easily create fake accounts and use them to perpetrate the acts without 

being easily apprehended. In order to solve this problem, most social media companies have 

provided the reporting systems and moderation tools for users to report and fight against hate 

speech and, therefore, to build a more secure online environment for all users (Alkiviadou, 

2019). In addition, there are also other platforms that have incorporated the use of AI 

algorithms to try and prevent hate speech before it goes viral, illustrating a technological 

solution for this emerging problem (Garland et al., 2020). 

 

In consideration of the impact of hate speech on people and groups, relevance to the community 

is critical. Cyberbullying, abuse, and other forms of hate speech are realities of contemporary 

society and pose a threat to society (Siegel, 2020). Such knowledge is important in order to 

shape the most effective interventions and policies that can avoid or reduce these detrimental 

effects on people and groups. Due to the rise of hate speech, especially on social media 

platforms, it becomes relevant to study the subject. Hate speech has also risen with the 

advancement in digital communication, and this is why there is a need to do more studies to 

capture all the dimensions of hate speech. Academic and professional people have the moral 

responsibility to fight against hate speech to make societies better and more tolerant. This line 

of research is useful to society and public safety by giving the knowledge that policymakers 

require in formulating laws and regulations that tackle the issue without violating the First 

Amendment. 

 

Therefore, it is important to understand the social impact on hate speech for mental health, 

social inclusion, building the positive narrative, and for legal and ethical concerns. It is 

important for the development of adequate policies, technologies, and educational tools that 

could contribute to the formation of a society that is more tolerant and less violent. The 

importance of hate speech cannot be overstressed because it is crucial in the elimination of 

prejudice and the protection of the rights of all persons. 

 

Literature Review 

 

The Evolution of Hate Speech 

The history of hate speech can be traced back too many years ago, and it has gone through 

many changes. The idea of hate speech can be dated back to prehistoric man when one person 

or a group of people attacked another person or a group of people because of their race, religion, 
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ethnic background or other aspects (Alkiviadou, 2018). Over the years, hate speech has been 

employed as a way of instilling fear, encouraging violence, and dominating the minorities. In 

the United States, hate speech has been a sensitive subject of debate right from the formation 

of the country. The First Amendment of the Constitution of the United States of America 

guarantees freedom of speech including hate speech which has raised questions on whether 

hate speech should be protected since it may offend or even harm a person (Carlson, 2023; 

Pomeranz et al., 2023). This was especially realised during the Civil Rights Movement of the 

1960s, when people became more conscious of the effects of hate speech on vulnerable groups 

(Kaplan & Inguanzo, 2020). 

 

Hate speech has been a prevalent problem in the past, but the problem has become more 

significant in the recent past because of the increase in the number of people engaging in online 

conversations. This has been researched widely, and it was discovered that hate speech aims at 

vulnerable or minority groups and results in social segmentation and violence (Izquierdo 

Montero et al., 2022). The correlation between the online discourse and the physical hate 

crimes has been established and it has been found that major events that affect the minorities 

can prompt hate speech and subsequently hate crimes against the Black and the LGBTQ+ 

people (Bozhidarova et al., 2023). 

 

The task of moderation of hate speech is further complicated by the sheer volume of user-

generated content, which requires the use of sophisticated machine learning techniques for 

detection and categorisation (Kumar et al., 2024; Mittal et al., 2023). Studies have revealed 

that hate speech not only challenges the social cohesion of multicultural societies in terms of 

intercultural communication but also intensifies the “othering” narrative in the digital space, as 

revealed in the cross-cultural studies, including those conducted in Malaysia (Zamri et al., 

2023). It is important to understand that hate speech has been widely associated with the 

development of technologies and the popularity of social networks. As the internet and social 

networking sites become more prominent, hate speech has also emerged as a new way of 

expressing its hate messages. In addition, the use of the internet to disseminate the information 

has made it possible for people to come up with discriminating statements without the fear of 

being disciplined immediately (Wang, 2018). This anonymity together with the feature of being 

able to reach people from all over the world in seconds has enhanced the spread and influence 

of hate speech in our current society (Von Essen & Jansson, 2018). 

 

However, with the recent advancement in technology, especially the social media platforms, 

there has been an increase in the use of hate speech. There have been debates on censorship, 

freedom of speech and the part played by technology firms in moderating content following 

pressure to deal with hate speech (Bakalis & Hornle, 2021). In conclusion, the historical 

analysis of hate speech shows that the attempts to regulate hate speech have always been an 

attempt to regulate freedom of speech while trying to protect people from harm and 

discrimination. 

 

Digital Hate Speech in the Malaysian Context 

With the advancement of technology and the use of social media platforms like X, Facebook, 

Instagram, and TikTok, hate speech has increasingly been spreading through the internet and 

rising around the world. Due to its unprecedented ability to spread quickly over the globe, 

preventing and countering digital hate speech poses particular challenges. According to the 

United Nations (n.d.), under international human rights law, there is no universal definition of 
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hate speech. The standards used to define it differ throughout the nations that have laws 

prohibiting it. Despite the difficulty in defining hate speech, some nations have addressed it 

through their legal systems, considering the social norms and historical backgrounds unique to 

each of them. 

 

In Malaysia, where people of multiple religions, races, and cultures live together, it is very 

important to control hate speech from spreading in order to maintain and safeguard the 

country's harmony and stability. When it comes to combating digital hate speech, the Malaysian 

Communications and Multimedia Commission (MCMC) takes its responsibility seriously. 

3,419 complaints about hate speech were handled by MCMC between October 2020 and 

October 2023, highlighting the growing difficulties regulatory organisations confront in halting 

the spread of harmful and discriminatory online conversations. The growing volume of 

complaints suggests that people are becoming more sensitive to the effects of hate speech. In 

order to resolve complaints thoroughly, MCMC conducts investigations in accordance with 

Section 233 of the Communications and Multimedia Act 1998 in order to identify offenders 

and impose sanctions on the people or organisations in charge of spreading hate speech.  In 

addition, MCMC enforced administrative actions, including removing content and accounts, 

restricting access to the website, and creating abuse complaints (Aingaran, 2023). 

 

Other than MCMC, there are various other parties in Malaysia who are serious about combating 

digital hate speech. Among them are The Communications and Multimedia Content Forum of 

Malaysia and The Centre, which collaborate to spread awareness about the importance of self-

regulation and the necessity of effectively combating digital hate speech in this country. Based 

on data gathered by The Centre (2022) using a prototype of Artificial Intelligence (Al) named 

#TrackerHate (#TrackerBenci), the number of hateful tweets has increased over the past three 

months. In March 2022, #TrackerHate (#TrackerBenci) recorded 2,740 tweets identified as 

hateful and this figure increased to 3,088 in April 2022 and decreased slightly to 3,004 in May 

2022. Furthermore, the tracking system detected 34% of the terms and/or phrases as possibly 

hateful. The data was recorded exclusively on Twitter, where the #HateTracker was 

programmed to identify the number of hate tweets by week (Forum Kandungan Komunikasi 

dan Multimedia Malaysia, 2022). 

 

Many studies have shown significant trends in hate speech touching on issues of race, religion, 

gender, ethnicity and sexuality in Asian and European contexts (Husni, 2019; Kang et al., 2020; 

Kim-Wachutka, 2020; Morada, 2021; Wan Mohd nor & Gale, 2021; Bayer & Petra, 2020; 

Bleich, 2017; Howard, 2017). Similar to this, hate speech in Malaysia also often touches on 

issues related to race, religion, gender, ethnicity, and sexuality according to the study of Zamri 

et al. (2023). In addition, the Malaysian government is serious about dealing with hate speech 

that touches on issues related to the 3Rs (race, religion and royalty). As reported by Sinar harian 

(2024), MCMC informed that a total of 2,004 contents involving hateful speech and touching 

aspects of race, religion and royalty (3Rs) that have the potential to trigger violence and 

discrimination have been taken down since January 2023 until March 2024. MCMC will not 

compromise and tolerate any spread of extreme provocative content on social media. In 

addition, MCMC is working with the Royal Malaysian Police (PDRM) to track and trace the 

account owners involved and bring them to justice. 
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Addressing and combating hate speech is important. It requires a comprehensive strategy that 

mobilises the entire community. All people and institutions, including the public and 

commercial sectors, the media, Internet companies, religious leaders, educators, young people, 

and civil society, have a moral obligation to strongly condemn hate speech and play an 

important role in combating this evil phenomenon (United Nation, n.d.). To stop hate speech 

from spreading and dividing Malaysian society, all relevant parties—including the 

government, academics, researchers, authorities, and the community—should work together to 

combat it, irrespective of a person's ethnicity, religion, or cultural background. 

 

Methodology 

This conceptual paper employs a secondary data analysis approach and thus, the study entails 

articles published from 2019 to 2023 from peer-reviewed journals. To complement the results 

a narrative analysis is performed to determine the impact of hate speech and social implications 

in the digital age. The data for this paper was collected from academic databases including 

Google Scholar, Scopus, and Web of Science (WoS). These databases were selected because 

they offer a large number of academic articles and peer-reviewed journals on hate speech. The 

search terms employed were ‘hate speech’, social implications, ‘digital age’, ‘online hate 

speech’, and ‘social media’. The articles were searched with the intention of retrieving only 

those that were published between 2019 and 2023 to reflect the current literature in the field. 

The identified literature was grouped into themes and topics that arose from the analysis of the 

data collected. This way of structuring the data was useful as it provided a clear and coherent 

structure to the explanation of the various features of hate speech and its social environment. 

Apart from the thematic analysis, a narrative synthesis was also conducted to review the 

findings as presented in the selected literature. It involved integrating the results of the studies 

summarising the results, comparing the results, and relating the results of the studies. This 

approach was useful in capturing the nature of the topic and the fact that hate speech is not a 

one-dimensional issue but has many dimensions due to the current use of social media. To 

improve the methodological quality of the study, only published articles in refereed journals 

were employed in the analysis. This criterion was employed to maintain academic integrity and 

ensure that the conclusion and the insights given in this paper are based on credible information. 

Furthermore, the use of several databases and the thematic analysis of the data helped to reduce 

the potential bias and to get an overall view of the current state of the research. Therefore, since 

this is a conceptual paper, secondary data analysis and narrative review research methods offer 

a fair and inclusive method of presenting the social impacts of hate speech from the current 

and relevant literature. 

 

Discussion 

 

The Impact of Digital Platforms on Hate Speech Proliferation 

The phenomenon of hate speech in the context of social media is one of the most important and 

significant challenges of the modern digital society. With the intensification of the use of social 

networks and other online resources in everyday communication, they have also become a 

source of dissemination of negative information, including hate speech. The availability of 

social media platforms has accelerated the diffusion of hate speech, which is usually initiated 

by marginal groups and then extended to other platforms, as demonstrated by the research on 

Reddit, where people’s participation in hate speech subreddits resulted in elevated hate speech 

in other areas of the site (Schmitz et al., 2022). This is compounded by the technological 

characteristics of social media platforms through which hate speech is conducted, which are 
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both enablers of hate speech and possibly its inhibitors. For example, features like anonymity 

and the ability to share content quickly are the reasons for the use of hate speech, whereas 

technology-based solutions could be a prevention measure (Weber et al., 2023). Benigni et al. 

(2019) note that the architecture of social media, especially the recommendation systems, the 

interaction dynamics, and the content sharing systems, are instrumental in the spread of hate 

speech. These features are meant to encourage users to stick around and engage more, but they 

also make it easier for hate speech to reach more people in a shorter amount of time, thus 

worsening the effects. 

 

In addition, the social media and technological connectivity of the world makes hate speech 

more impactful and provides anonymity and the ability to spread hate speech. In many social 

networks, people can be anonymous, which means that some people can easily post something 

that will offend others without getting a real-life punishment for this. This can lead to 

aggressive and abusive behaviour that users would not otherwise exhibit if their identity was 

not concealed (Siegel, 2020). In addition, anonymity can lead to a lack of trust within online 

communities since people feel endangered and vulnerable, especially when they cannot know 

who stands behind negative comments. This can make the online environment toxic, and there 

is no healthy discussion because of the presence of hate speech (Ascher & Umoja Noble, 2019). 

As noted by Ghufron et al. (2024); Hassim & Ahmad (2023), this behaviour is made worse by 

the fact that most social media platforms allow anonymity and can fuel large-scale conflict and 

harassment. 

 

Apart from that, hate speech contributes to stress, anxiety, and perceived vulnerability among 

the target persons and groups. This is especially so for the minority groups, who are usually 

the victims of hate speech. These effects are further compounded by the fact that one can be 

targeted online and, in many cases, on a global scale, with little to no protection or backup 

(Stahel & Baier, 2023; Zamri et al., 2023). In a social aspect, hate speech on the internet leads 

to the segregation of societies. It promotes hostility and social fragmentation and erodes social 

solidarity and reliance. This can be seen in how hate speech can cause actual harm, such as 

hate crimes, and social unrest in a society. Social media facilitates the dissemination of toxic 

ideas, which can lead to the radicalisation of people and groups and deepen social cleavages 

(Buturoiu & Corbu, 2020). In politics, hate speech can help shape the direction of the discourse 

and the policy. It can distort people’s perception and discussion, thus resulting in the exclusion 

of some groups in political affairs. The era of the internet and social networks has brought such 

phenomena as echo chambers, in which people are provided only with information that 

supports their biases, including hate speech. This can result in the development of a skewed 

perception of social problems and the inability to foster positive discussions and policymaking 

(Salma, 2019). Furthermore, hate speech regulation has also been complicated by the digital 

age. Since the internet transcends boundaries, hate speech is likely to spread across borders, 

making it difficult to implement national laws and regulations. It is common for platforms to 

have conflicting objectives of free speech and safety of users and thus have an irregular 

approach to the policies against hate speech (Aljasir, 2023). 

 

However, there are some that have been taken to attempt to mitigate the impacts of hate speech 

on the internet. These are the use of algorithms to block out negative content, the social media 

companies educating the users on the effects of the negative posts, and the policies that regulate 

the conduct of the users (Garland et al., 2022; Saha et al., 2019). These are the algorithms that 

can help to filter out hate speech, awareness campaigns to increase people’s understanding of 
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the issue and make them less hostile, and the laws that can punish those who use hate speech. 

However, such measures require constant updates because of the dynamics of the digital 

environment and the activities of those who spread hatred (Ibrahimova, 2023; Zamri et al., 

2023). Consequently, it is possible to conclude that hate speech in the context of the digital age 

has severe and multiple consequences that are reflected in the sphere of people’s psychological 

and social conditions, social interactions, and political processes. Minimising these impacts 

thus requires a technological, educational, and legal approach. As the usage of digital platforms 

is expanding, it is necessary to increase the effectiveness of combating hate speech and its 

consequences. 

 

Social Implications of Hate Speech in the Digital Age 

The advancement in technology, especially in the use of the internet has greatly enhanced the 

communication system and also enhanced the spread of hate speech. The social implications 

of hate speech in this context are therefore manifold at the individual, group and structural 

levels. Firstly, the use of hate speech on online platforms contribute to the intensification of 

social fragmentation and the exclusion of minorities. The openness and freedom of speech that 

social media offers enable the spread of prejudice in a short span of time, thus causing 

heightened discrimination, and social division. This is especially worrisome as it may lead to 

the creation of settings in which hate speech is acceptable and people’s isolation is deepened 

(Buturoiu & Corbu, 2020). Furthermore, hate speech affects the targeted individuals 

psychologically in a very significant way. Stress, anxiety, and depression are some of the 

effects of sexual violence and may result in chronic mental health disorders. The fact is that 

people cannot always avoid such speech, which increases its psychological impact on the 

subject (Stahel & Baier, 2023; Zamri et al., 2023). 

 

These studies show that there are negative impacts of hate speech on victims and that they 

experience poor mental health. In a study carried out in Switzerland, the authors noted that 

people who are on the receiving end of hate speech online are more insecure not only when 

they are online but also in their real lives (Paz et al., 2020). Also, given that hate speech is 

constantly available on the internet and can remain visible for an indefinite period, the 

victimisation emotions are prolonged. The victims are unable to avoid the digital harassment 

as the smartphones and the ever-connected nature of the world ensure that they are constantly 

exposed to the messages that harm them, making them feel that their personal spaces are being 

intruded upon (Paz et al., 2020). 

 

Subsequently, hate speech on social media promotes prejudice and discrimination which may 

extend to other aspects of life. Research has established that hate speech leads to the 

socialisation of prejudice and therefore increases the tolerance level of society to bigotry 

(Castaño-Pulgarín et al., 2021). This environment not only affects the targeted groups but also 

poses a threat to society’s cohesiveness as it fosters division and hostility between groups. The 

concept of ‘othering’ is closely associated with hate speech and is discussed in detail in the 

context of social media, which has emerged as a major enabler of such ideologies. This 

amplification can result in real life outcomes such as violence and ethnic cleansing. Analysis 

of different studies shows that this problem is rather complex and has many sides. Social media 

sites are inherently built to share information quickly, and this includes hate speech against 

people of colour, religious beliefs, or gender. The algorithms that govern these platforms are 

usually set to increase engagement, which in turn, fuels the circulation of material that is 

provocative or bigoted, thereby fuelling the spread of hatred. This is rather worrying since such 
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attitudes can become acceptable and promote exclusion of targeted groups, a phenomenon 

referred to as ‘othering’ (Alorainy et al., 2019; Zamri et al., 2023). The digital space thus 

becomes a breeding ground for such extremists to give a boost to the existing societal cleavages 

and may culminate in violent actions. 

 

From the research evidence, it is clear that hate speech in the digital age does pose significant 

threats to the democratic system of governance. As a result of the use of social networks, hate 

speech has appeared and has spread, which poses a danger to democracy and society. First, 

hate speech is much more significant in the context of the digital world because it spreads much 

faster and affects people from different countries. This makes it hard to moderate because the 

laws of different countries and cultural acceptability of free speech and speech that is 

considered hate speech are not the same (Topidi, 2022). This is because hate speech is fast and 

when spread causes division of society and erodes trust in democracy since it targets vulnerable 

groups and destabilizes, (Assen, 2023). But the political environment is also to blame for the 

upsurge of hate speech. The media has been blamed for echoing hate speech from politicians 

and this has led to enhanced use of hate speech on social media and in society. This is a threat 

to not only individual freedoms but also democracy as hate speech isolates the minorities and 

makes people less engaged in the citizenship (Laub, 2019).  

 

Therefore, the social implication of hate speech in the era of social networking services is 

diverse and complex, involving the mental health of the recipients of hate speech, social 

participation, and democracy. To address these concerns, there must be a multi-faceted 

approach that includes regulation of such sites but with consideration of the first amendment 

rights, raising user awareness and making them prepared. This paper calls for collaboration 

between governments, technology companies, and civil society organisations to address the 

negative effects of hate speech in the online community. 

 

Conclusion 

As hate speech has proliferated in the digital age on social media platforms, researchers and 

policy makers alike are in urgent need to both understand its extent and determine what can be 

done about it. Although recent research has illuminated what hate speech is and what its 

consequences might be, there are still many unanswered questions. Future research should 

move beyond a technological lens to better understand the technological, psychological and 

social dynamics of hate speech and should focus on the development of effective interventions 

to regulate hate speech. 

  

However, one of the most important future works should be the development of more 

sophisticated technological tools that help to detect and moderate hate speech. Social media 

platforms are changing, and its usage is growing and there are not enough methods to moderate 

current modern day, and ideologists are manual with basic wood algorithm that cannot update 

with the rated and fined pace of the internet. Specifically, research should be directed on 

developing more advanced machine learning algorithms and helping the AI systems to detect 

more subtle kinds of hate speech which may bypass the traditional filters devised by 

programmers, like coded jargon or forms of discrimination that are barely noticed. 

 

Secondly, it is necessary to investigate the ethical consequences of the deployment of AI based 

solutions, especially focusing on a content moderation balance and its necessity to a free speech 

preservation. Automated systems are very good at identifying harmful content, but they can 
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also suppress legitimate expressions of opinion. Future work can increase our understanding 

of how AI systems can help balance freedom of expression with the filtering of hate speech 

where free speech and harmful speech overlap. The study emphasises the impact and social 

implications of social media in the spread of hate speech. As much as these platforms have 

opened space for free information flow and communication, they have also opened up space 

for hate speech. The evaluation of the selected articles shows that technology, user behaviour, 

and platform policies work in a rather intricate manner that can either reduce or increase the 

presence of hate speech. In conclusion, the study reiterates the need to enhance the content 

moderation approaches, enhance the enforcement of the policies of the platforms, and create 

awareness of the effects of hate speech. In addition, the study raises the need for more research 

with the aim of enhancing knowledge on the dynamics of hate speech in the social media age 

and the most appropriate ways of tackling it. 
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