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Abstract:

Credit card fraud poses a significant threat to financial institutions and
individuals, leading to substantial losses and undermining trust in digital
payments. This study aimed to identify fraudulent transactions using a logistic
regression-based machine learning model, develop a fraud detection prototype,
and evaluate its accuracy using Precision-Recall Area Under the Curve (PR
AUC). The methodology included three phases: Preliminary, Design, and
Evaluation. In the Preliminary Phase, a literature review identified research
gaps, and the September 2013 European credit card fraud dataset from Kaggle
was preprocessed using robust scaling. The Design Phase involved
constructing system architecture, creating flowcharts, designing a user
interface, and developing logistic regression pseudocode. During the
Evaluation Phase, the study balanced the dataset using undersampling,
conducted 5-fold cross-validation, and split the data into training, testing, and
validation sets in a 70:30 ratio. The logistic regression model was trained and
evaluated using precision, recall, F1-score, and PR-AUC. The model achieved
a PR-AUC score of 99.57% via the 10% validation set consisting of 52 fraud
and 48 normal transactions, demonstrating high discriminatory power and
reliability. The developed prototype enhances security and trust in digital
payment systems. The use of robust scaling to normalise outliers,
undersampling to balance the dataset, and comprehensive evaluation metrics

181


http://www.jistm.com/
mailto:syahir.aiman009@gmail.com
mailto:gloria@uitm.edu.my
mailto:chiwee@tarc.edu.my
mailto:ungli720@uitm.edu.my
mailto:norzianayahya@uitm.edu.my
https://creativecommons.org/licenses/by/4.0/?ref=chooser-v1

Journal of Information System
and Technology Management JISTM

EISSN: 0128-1666

Volume 10 Issue 38 (March 2025) PP. 181-201
DOI: 10.35631/J1STM.1038012
provide valuable insights for future research and practical applications in fraud
detection systems. This study contributes to mitigating credit card fraud and
improving financial transaction integrity. Future work should encourage
collaboration between financial institutions, regulatory bodies, and researchers
to share various types of anonymised transaction data and best practices, which
could lead to more robust and generalisable models.
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Introduction

The thorough investigation in the literature review has tremendous consequences for
comprehending and improving systems to detect fraudulent credit card transactions. The
comprehensive analysis of financial fraud detection systems clarifies the intricate terrain,
offering insights into the many forms of financial fraud, the legal structure, and numerous
detection methods.

The in-depth walkthrough of fraudulent credit card transaction detection using ML outlines a
comprehensive process. It entails a step-by-step elucidation covering data collection and
preprocessing, feature engineering, the employment of ML models, rule-based systems, model
training, anomaly detection, human investigation, and report visualisation. This step suggests
that a comprehensive strategy, incorporating both conventional and sophisticated approaches,
is crucial for efficient fraud detection.

The scrutiny of conventional fraud detection systems underscores their role and limitations,
prompting a reflection on the need for innovation. The exploration of Al and ML
implementation signifies a disruptive shift towards adaptive and intelligent systems capable of
learning and evolving in response to emerging fraudulent tactics.

The emphasis on specific ML techniques, such as logistic regression, random forest, and
SV Ms, implies that personalised approaches can substantially contribute to detecting advanced
fraud. The simplicity and application of logistic regression are further emphasised by its real-
world application in tackling different circumstances.

Finally, reviewing similar works provides a contextualised understanding of the existing
literature landscape, highlighting the cumulative nature of research in this domain. The findings
from this knowledge acquisition collectively pave the way for the following chapters, guiding
the scholarly inquiry towards a nuanced and informed exploration of fraudulent credit card
transaction detection systems.

Literature Review

The study conducted by Tressa et al. (2023) explores the application of the random forest
algorithm to address credit card fraud. Advanced technologies, particularly machine learning
algorithms, have emerged as powerful tools for addressing this issue. The paper emphasises
the application of the random forest algorithm and reports a high accuracy of 100% on the test
data. This algorithm excels in handling complex datasets, providing robustness and accuracy
in fraud detection. However, the literature does not comprehensively compare the performance
of different algorithms and methods, leaving room for further exploration. This literature
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review highlights the need for further research that reaches the implementation of various
algorithms, including logistic regression, in credit card fraud detection. Future studies could
explore ensemble methods that combine the strengths of different algorithms to enhance overall
accuracy.

This literature review explores the paper by Aditi et al. (2022), focusing on utilizing logistic
regression as a pivotal component in credit card fraud detection. The study employs a
comprehensive approach using three advanced machine learning algorithms: decision tree,
random forest, and logistic regression. While all three algorithms contribute to the overall
efficacy of the fraud detection system, the focus narrows on the significance of logistic
regression. With an accuracy rate of 95.55%, logistic regression emerges as a robust tool for
identifying fraudulent transactions. However, applying these advanced machines learning
techniques, including logistic regression, is not without challenges. The paper also
acknowledges the potential privacy concerns of accessing sensitive customer data. As financial
institutions grapple with the need for enhanced security, they must navigate the delicate balance
between effective fraud detection and safeguarding customer privacy.

Jain et al. (2022) leverages the power of random forest, logistic regression, and AdaBoost
algorithms to build a Credit Card Fraud Detection Web Application. The primary advantage
highlighted in the literature is the capability of machine learning algorithms to detect real-time
fraudulent transactions. The study demonstrates impressive accuracy rates, with random forest
achieving 99.92%, logistic regression at 99.91%, and AdaBoost at 99.90%. These results
underscore the effectiveness of machine learning in providing a proactive defense against
fraudulent activities. While the high accuracy rates are commendable, a notable disadvantage
in the literature is the complexity of machine learning algorithms. The paper acknowledges that
interpreting these models, especially for complex algorithms like random forest and AdaBoost,
can be challenging. Logistic regression, a more interpretable algorithm, is critical in bridging
this interpretability gap.

The paper by Devika et al. (2022) has a similar title and contributes to the evolving landscape
of fraud detection through the lens of logistic regression. As outlined in the study, the objective
of developing a web application signifies a move towards practical implementation. The
utilisation of the 2013 European credit card transactions dataset from Kaggle highlights a real-
world context for the study. However, the literature reveals a common challenge: the imbalance
of datasets. Imbalances, as acknowledged by the authors, can lead to biased models. This issue
underscores the ongoing discourse in the literature regarding the significance of addressing
data imbalances in credit card fraud detection models. The reported accuracy of 0.9905 for the
logistic regression model indicates a high level of precision. Nevertheless, the literature
underscores the need for a nuanced evaluation beyond accuracy, especially in imbalanced
datasets. Metrics such as precision, recall, and F1l-score become crucial for a more
comprehensive assessment of model performance.

The study by Varmedja et al. (2019) aligns with the broader trend of leveraging machine
learning to enhance fraud detection mechanisms. The study’s strength lies in its comprehensive
comparative analysis, encompassing a spectrum of machine learning algorithms. The research
comprehensively analyses conventional approaches such as logistic regression, Naive Bayes,
and more recent techniques like random forest and multilayer perceptron. However, a notable
limitation is the reliance on a single dataset, potentially constraining the generalisability of the
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findings to all credit card fraud detection scenarios. Among the algorithms assessed, logistic
regression emerges with an accuracy of 97.46%. This finding is pivotal, considering logistic
regression’s simplicity and interpretability. The high accuracy underscores the algorithm’s
effectiveness in discriminating between legitimate and fraudulent transactions within the
specific dataset used in the study.

Design and Development

This section presents a detailed overview of the system proposed for detecting fraudulent credit
card transactions. It outlines the dataset employed during the preliminary phase of the project,
the systematic approach to developing the prototype, including the design and implementation
of the algorithm, and a thorough examination of the experiments conducted. Additionally, it
highlights the performance of the system before and after key modifications were made, with
a focus on applying logistic regression as the core analytical method.

Proposed Methodology
The system architecture, components, and their interactions are described to give a clear
understanding of the prototype's design and functionality, as shown in Figure 1.

Data Preprocessing

Normalised transaction data I CREDIT CARD FRAUD
l DATASET

Balanced transaction data

l Stakeholders

Cross-validated data =
CLEAN NUMERICAL BANK
l DATASET
11 11 [
Shuffled data | —'—'—
v |

Data splitting

User interface

Testing set 20%,
Validation set 10%

Input

Applied logistic Normalised

= Trained model

regression model transaction data

Result of credit

card transaction P

Figure 1: An Overview Of The Proposed Model Framework

Step 1: Preprocessing Data for Analysis

The model training began by uploading a CSV file containing historical credit card transaction
data into the prototype system. The system pre-processed the data for better analysis. For
instance, the Amount column underwent adjustment to enhance analysis capabilities. The Time
column was normalised to a range between 0 and 1 for consistency across transactions.
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Next, the system created a balanced dataset to ensure fair representation of fraudulent and non-
fraudulent transactions. It sampled an equal number of fraudulent and non-fraudulent
transactions. Then, the balanced dataset was cross-validated and shuffled to prevent any
inherent order bias.

Step 2: Splitting the Dataset
The cleaned and balanced numerical dataset was split into three distinct sets to facilitate model
development and evaluation.

i Training Set (70%): Used to train the logistic regression model.
ii. Testing Set (20%): Employed to assess the model's performance.
iii. Validation Set (10%): Used independently to validate the model's effectiveness.

Step 3: Training the Logistic Regression Model
Using the training set, the system trained a logistic regression model, optimising it to detect
fraudulent transactions based on the dataset provided.

Step 4: Evaluating Model Performance

Performance on Testing Set
The model's performance was evaluated using the testing set. A classification report was
generated showcasing accuracy and other key metrics relevant to fraud detection. Curves
depicting precision versus recall and true positives versus false positives were plotted for
interpretation. A confusion matrix illustrated correct and incorrect predictions made by the
model.

Performance on Validation Set
The model's performance was further validated using the independent validation set. Similar
to the testing set, a classification report highlighted accuracy and other crucial metrics. Curves
and a confusion matrix gave insights into the model's consistency and reliability.

Step 5: Fraud Detection Results for Stakeholders

The stakeholders’ inputted data will be normalised first to produce better predictions using the
trained model. Upon successful evaluation, stakeholders were presented with comprehensive
fraud detection results. Detected fraudulent transactions were displayed, providing
stakeholders with transparency.

An option was provided to download the fraud data for further review or external reporting. A
pie chart visually represents the proportion of fraudulent versus non-fraudulent transactions
detected. A gauge showcased the percentage of fraudulent transactions detected, indicating the
system's efficacy.

This ensured that stakeholders could confidently interpret the findings and take appropriate
actions as necessary.
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Preliminary Phase

The prototype utilised the Credit Card Fraud Detection dataset, available for download on
Kaggle (2018). The information included is two-day transactions by European cardholders in
September 2013.

The dataset has 31 numerical attributes. Due to the presence of financial information in certain
input variables, a principal component analysis (PCA) transformation was conducted by the
dataset provider to ensure the anonymity of the users and credit cardholders. Three of the
provided features were not converted.

The Time feature displays the duration between the initial transaction and each subsequent
transaction in the dataset. The dataset details are similar to the previous study in Figure 2.
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Figure 2: Time Feature
The Amount feature represents the total value of purchases with a credit card. The Class feature

means the label and has two possible values: 1 for fraudulent transactions and 0 for normal
transactions. The dataset details are similar to the previous study in Figure 3.
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Figure 3: Amount and Class Features

The dataset consists of 284,807 transactions, of which 492 were identified as fraudulent, while
the other transactions were classified as legitimate. Based on the numerical statistics, it is
evident that this dataset exhibits a significant imbalance, with a mere 0.173% of transactions
being classified as fraudulent. Preprocessing of the data is vital because the distribution ratio
of classes significantly impacts the accuracy and precision of the model. The model learns
from the patterns in the features (V1 to V28, Time, and Amount) to predict the Class label.
Accurate predictions of this Class label are crucial for effective fraud detection.

Since the dataset is highly imbalanced, with most transactions being non-fraudulent, special
techniques such as undersampling or oversampling are necessary to ensure the model performs
well in identifying the minority class (fraudulent transactions).

Next, Figure 4 generates a statistical summary of the numerical columns in the DataFrame df.
It provides critical descriptive statistics that summarise the dataset's distribution's central
tendency, dispersion, and shape.
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Figure 4: Dataset Statistical Summary Snapshot For Amount And Class Columns
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In the provided statistical summary, the Amount feature has a maximum value of €25,691.16,
significantly higher than the mean and the upper quartile (Q3). This suggests the presence of
outliers or extremely high-value transactions in the dataset.

JISTM

Moreover, the Time feature ranges from 0 to 172,792 seconds (roughly 48 hours). While the
values are within a reasonable range for time measurements, the wide span might suggest that
scaling or normalisation to a standardised range (0 to 1) could help feature consistency across
the dataset in Figure 5.

These characteristics indicate that the dataset may contain outliers or extreme values,
particularly in the Amount feature. Applying RobustScaler helps mitigate the impact of these
outliers by scaling features based on robust statistics (median and interquartile range), making
the scaling process more resilient to outliers and improving the robustness of machine learning
models trained on the data.

Time
284807.000000
94813.859575
47488.145955
0.000000
54201.500000
84692000000
139320.500000
172792.000000

Vi
2.848070e+05
1.168375e-15
1.958696e+00
-5.640751e+01
-9.203734e-01
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1315642e+00
2454930e+00

v2
2.848070e+05
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2205773e+01
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9.382558e+00

8 rows x 31 columns

Figure 5: Dataset Statistical Summary Snapshot For Time Column

Next, Figure 6 demonstrates the preprocessing steps applied to the DataFrame df using
RobustScaler from sklearn.preprocessing. These preprocessing steps prepare the data for
subsequent analysis or model training by making the numerical features more suitable and
consistent for machine learning algorithms, especially when dealing with different scales and
potential outliers in the data.
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Figure 6: Normalised Dataset

The RobustScaler scales features using statistics that are robust to outliers. Specifically, (1)
removes the median and scales the data according to the interquartile range (IQR).

_ x —median(y)
Xrobust IQR (X)

The dataset contains a total of 284,807 transactions. It has 284,315 non-fraudulent transactions
(Class 0) and 492 fraudulent transactions (Class 1).

It highlights that fraudulent transactions are relatively rare compared to non-fraudulent ones.
This imbalance can impact the performance of machine learning models, as they may tend to
predict the majority class (non-fraudulent) more frequently.

This output provides a foundational understanding of the dataset's class distribution, which is
fundamental for effective fraud detection model development and evaluation.

Next, techniques like undersampling (reducing the number of majority class samples) may be
necessary to address the class imbalance and improve model accuracy in detecting fraudulent
transactions.

After sampling, pd.concat concatenates (combines) the fraudulent transactions (frauds) with
the sampled non-fraudulent transactions (not_frauds.sample(...)), thereby creating a new
dataframe balanced_df that has an equal number of fraudulent and non-fraudulent transactions.
This indicates that the balanced_df dataset now has an equal number of fraudulent and non-
fraudulent transactions, ensuring class balance, which is beneficial for training machine
learning models, particularly in fraud detection tasks.

Then, implemented a 5-fold cross-validation for the LogisticRegression model using scikit-
learn. Before the data split, it trained the LogisticRegression model on each fold, evaluated its
performance using the accuracy score, and returned an array of scores, one for each fold.
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The output shows that the mean accuracy of the model is 94.41%, with a standard deviation of
2.76%. This suggests that the model performed well on the dataset and has learned the patterns
in the data without overfitting, given that the performance is consistent across different folds.
Next, Figure 7 shuffled the balanced_df dataframe and then displayed its contents. Shuffling
ensures that the order of the transaction data does not affect the performance or learning of
machine learning algorithms. This is particularly important to prevent any unintended patterns
or biases that might arise from the original ordering of data.

Figure 7: Shuffled Balanced Dataset

Shuffling is typically done before splitting the dataset into training, validation, and testing sets.
This helps ensure that each subset of data (training, validation, testing) is representative of the
overall distribution of the data. By shuffling, the model learns more generalisable patterns
rather than being biased by the sequential order of data entries.

Prototype Development

The split of the dataset into different sets to train, test, and validate the model. This ensures the
model is evaluated on unseen data, which helps assess its performance and generalisation
capability.

A 70% training set was used to train the machine learning model. The model learns the
relationships between features and labels from this set.

Then, a 20% testing set was used to evaluate the model after training. This set provides an
unbiased evaluation of the model's performance since the model has yet to see this data during
training.

Lastly, the remaining 10% validation set was used to help assess the model's performance while
fine-tuning the model to avoid overfitting.

Training Set
Features (x_train_b.shape): (688, 30)

This indicates that there are 688 samples, each with 30 features. These features are the inputs
that the model will learn from.

Labels (y_train_b.shape): (688,)

This indicates that there are 688 corresponding labels for the training samples. These labels
are the target values the model aims to predict.
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Testing Set

Features (x_test_b.shape): (196, 30)
This indicates that there are 196 samples, each with 30 features. These features are the inputs
used to evaluate the model's performance.

Labels (y_test_b.shape): (196,)
This indicates that there are 196 corresponding labels for the testing samples. These labels are
the true values used to evaluate the model's predictions.

Validation Set

Features (x_val_b.shape): (100, 30)
This indicates that there are 100 samples, each with 30 features. These features are the inputs
used for model selection and tuning.

Labels (y_val_b.shape): (100,)
This indicates that there are 100 corresponding labels for the validation samples. These labels
are the true values used to validate the model's performance during tuning.

After splitting the dataset into training, testing, and validation sets, it is essential to verify the
class distribution in each set. This ensures that the balance between fraudulent and non-
fraudulent cases is maintained across all sets. The output indicates the distribution of classes
(fraudulent and non-fraudulent transactions) in each training, testing, and validation set.

Training Set Class Distribution

Class 1 (Fraudulent Transactions) has 345 instances, and Class 0 (Non-Fraudulent
Transactions) has 343 instances. The training set maintains a nearly equal balance between
fraudulent and non-fraudulent transactions, which is crucial for the model to learn effectively
from both classes.

Testing Set Class Distribution

Class 0 (Non-Fraudulent Transactions) has 101 instances, and Class 1 (Fraudulent
Transactions) has 95 instances. The testing set also balances the two classes, ensuring an
unbiased evaluation of the model's performance on unseen data.

Validation Set Class Distribution

Class 1 (Fraudulent Transactions) has 52 instances, and Class 0 (Non-Fraudulent Transactions)
has 48 instances. The validation set retains a balanced distribution, making it reliable for model
selection and fine-tuning.

Next, the logistic regression model initialises its parameters (coefficients) to some initial
values, usually zero or small random numbers. The training data x_train_b (features) and
y_train_b (labels) are prepared. Each instance in Xx_train_b corresponds to an instance in
y_train_b, where x_train_b contains the features, and y_train_b contains the target values (0
for 'Not Fraud' and 1 for 'Fraud'). For each data point in x_train_b, the logistic function
calculates the probability that the instance belongs to class 1 (Fraud). The logistic function is
defined in (2).
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w-X+b 1

p(X' b, W) = 1+ ewX+b = 1+e—WX+b

Lastly, the trained logistic regression model was saved using the joblib library to facilitate
future use without retraining. The validation and test sets, previously split from the balanced
dataset, were converted into pandas DataFrames and exported to CSV files. This process
ensured that the datasets were properly stored and could be used for further evaluation. Both
sets were set to maintain those of the original feature set and specifically exported without the
Class column to focus on model predictions during evaluation.

Figure 8 illustrates a responsive Streamlit-based web application for the prototype. The app
allows stakeholders to upload a CSV file containing historical credit card transaction data to
make predictions and detect fraud and normal transactions using the trained model.

Experiment and Evaluation

To enhance the model's accuracy and robustness, various experiments were conducted to
identify potential improvements and optimisations. This section discusses strategies for
refining the model, focusing on adjustments to the data splitting ratio, data sampling, and
preprocessing techniques.

The use of different data split ratios (70:30 and 80:20) in each SMOTE oversampling and
undersampling technique was intended to explore how varying the amount of training data
impacts the model’s performance. The 70:30 split allows for a more robust evaluation with a
larger validation/test set, providing insights into the model’s generalization ability. The 80:20
split maximizes training data to potentially improve the learning process. By comparing these
approaches, the goal is to understand the trade-offs between training data size and evaluation
robustness, ultimately guiding towards the most effective strategy for the fraud detection
model.
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Guardians of the Wallet: Detecting Credit Card Fraud with Logistic
Regression

Detected Fraud vs. Not Fraud

Fraud
(89)

54.6% Not Fraud
(107)

Verdict?

Credit Card Fraud Score %

454

What's Next?

Figure 8: GUI Web Application

The decision to use undersampling instead of SMOTE can be justified based on the observed
outcomes and the nature of the dataset. When SMOTE was applied, the results were extremely
high, raising concerns about the reliability of these outcomes. Such unusually high results could
indicate overfitting, where the model performs exceptionally well on the training data but may
not generalise well to unseen data. Overfitting is a significant risk with synthetic data
generation methods like SMOTE, especially if the original dataset is not adequately
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representative. Table 1 summarises the accuracy gained from the series of experiments on the
SMOTE technique.

JISTM

Table 1: Summary of SMOTE Technique Results

Train set | Test set
First experiment
Split ratio 80 | 20
Accuracy (%) 98
Second experiment
Split ratio 70 | 30
Accuracy (%) 97

Using undersampling, the results were high but within a reasonable and expected range, even
without normalisation. This suggests that the model is capturing the patterns in the data
effectively without overfitting. Undersampling balances the dataset by reducing the number of
non-fraudulent cases to match the number of fraudulent cases, which helps the model learn
from a balanced dataset. Table 2 summarises the accuracy gained from the series of
experiments on the undersampling technique.

Table 2: Summary Of Undersampling Technique Results

Train set \ Test set
First experiment
Split ratio 80 | 20
Accuracy (%) 94
Second experiment
Split ratio 70 | 30
Accuracy (%) 94

Now, the dataset was normalised using the robust scaler technique for the finalised model
improvement. To form a balanced dataset, an equal number of non-fraud cases were
undersampled to match the number of fraud cases and combined. The data was then 5-fold
cross-validated and shuffled. It was split into training, test, and validation sets in a 70:30 ratio.
Then, the logistic regression model is applied and trained. The k-fold and validation set results
are displayed in Figure 9, with the PR-AUC score added.
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5-Fold Cross-Validation Results
Mean accuracy: 94.41%
Standard deviation: 2.76%

Classification Report
precision recall fl-score  support

Not Fraud 94.12% 1e8% 96.97% 43
Fraud 1laex 94.23% 97.a83% g2

accuracy 97.08%
macro avg 97.08% 97.08%
weighted avg 97.08% 97.08%

PR AUC Score: 99,57

Confusion Matrix
[[48 @]
[ 3 49]]

Figure 9: Improved Undersampling 70:30 Results

Besides dataset balancing, cross-validation, appropriate data splitting, and logistic regression,
the addition of robust scaling collectively contributed to the model's high performance, as
evidenced by various evaluation metrics. This approach ensures a reliable and efficient
prototype for detecting fraudulent credit card transactions, making it more resistant to outliers
prevalent in the datasets.

Additionally, using a training-validation-test split is a common practice in machine learning
projects. The shift to a 70:30 split for the training, testing, and validation sets is justified
because it allows for a more reliable and unbiased evaluation of the prototype's performance.
It also helps in preventing overfitting, enables better hyperparameter tuning, and ensures
adherence to best practices in machine learning.

Comparing the current prototype system's performance with previous research helps to
contextualise its effectiveness and identify any advancements or gaps. This comparison offers
insights into how well the current model performs relative to established benchmarks in credit
card fraud detection. Table 3 illustrates the differences in how the results were achieved despite
using the same public dataset.

Benchmarking provides a reference point to measure the improvements and innovations of the

current model against previous studies. It helped confirm whether the new model meets or
exceeds the performance standards set by earlier research, adding credibility to the results.
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Table 3: Summary Of Previous Research In Evaluating Fraud Results

No. Citation Algorithm | Oversampling | Undersampling | Precision Recall | F1-Score | Accuracy
(SMOTE) (%) (%) (%) (%)
1 Tressa et Random Data split 70:30 | n/a 95 76 85 100
al. (2023) | forest 85,296 normal
147 frauds
2 Aditi etal. | Logistic n/a Data split 80:20 | 98.94 88.67 96.07 95.65
(2022) regression 286 normal
13 frauds
3 Jain et al. Logistic n/a Data split 80:20 | 61 56 58 100
(2022) regression 56,864 normal
98 frauds
4 Devika et Logistic Data split ratio n/a 81.94 52.21 63.78 99.91
al. (2022) regression | n/a
71089 normal
113 frauds
5 Varmedja | Logistic Data split 80:20 | n/a 58.82 91.84 n/a 97.46
etal. regression | 56,864 normal
(2019) 98 frauds
Data split 70:30 | 100 94.23 97.03 97
our o 48 normal
6 methodolo Logistic 52 frauds
regression | Data split 80:20 99 97 98 98
ay 40,051 normal
39,949 frauds

Development Challenges

Issues such as overfitting and outliers are commonly encountered with this imbalanced dataset.
Overfitting occurs when a model learns the noise and details in the training data to such an
extent that it performs poorly on new, unseen data. This is a critical issue, especially with
datasets containing many features or imbalanced classes, as in the case of credit card fraud
detection.

Discussion
This section presents a concise summary of the research outcomes, acknowledges the study's
limitations, and suggests directions for future research.

Classification Report

precision recall f1-score  support
284315

] .8 - 284315

Genuine
Fraudulent

e.
a.

L3630
L8630
L2630

Figure 10: SMOTE Overfitting On Test Data

accuracy
macro avg
weighted avg
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Signs of overfitting include high accuracy on training data but significantly lower accuracy on
test data. The model's performance metrics, such as PR-AUC and F1 score, show a significant
disparity between the two classes in Figure 10.
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Figure 11: Outliers Challenge

Additionally, outliers are data points that deviate significantly from most of the data. They can
skew the model's performance, especially in fraud detection, where fraudulent transactions
might exhibit unusual patterns. Figure 11 helps illustrate outliers through the scatter plot of
transaction time with the amount of money.

Classification Report
precision recall fl-score  support

Genuine 1.88 B.97 B.98 284315
Fraudulent B.84 B.806 0.88

accuracy .97
macro avg e8.53
weighted avg 8.98

Figure 12: Imbalanced Dataset Challenge

Lastly, the dataset is highly imbalanced, with fraudulent transactions much rarer than legitimate
ones. This imbalance can make the model biased towards predicting the majority class (genuine
transactions), as shown in Figure 12.

Project Summary

This research project aimed to identify a machine learning-based fraud detection prototype for
credit card transactions. The system leveraged preprocessing techniques and the logistic
regression algorithm to distinguish between fraudulent and normal transactions. Key
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components included data preprocessing, model training, evaluation, and developing a
prototype application for fraud detection.

Moreover, the project successfully implemented a functional prototype of the logistic
regression model trained on historical credit card transaction data. This prototype was designed
to detect transactions in fraudulent and normal categories based on features such as transaction
amount, time, and class. This prototype served as a proof-of-concept for integrating predictive
analytics into transaction monitoring systems, supporting proactive measures against financial
fraud.

The accuracy and effectiveness of the prototype were evaluated using the PR-AUC metric. This
evaluation provided insights into the model's ability to identify fraudulent transactions
correctly and not wrongly flag legitimate transactions

Limitation

Despite its contributions, the project faced several limitations that impacted its scope and
applicability. For financial institutions, the non-real-time processing capability of the prototype
limits its immediate utility in detecting and responding to fraudulent transactions as they occur.
The prototype primarily handles data in the form of CSV files and is not designed for real-time
fraud detection. This limitation can affect their ability to mitigate financial losses promptly and
protect customer assets in real-time scenarios.

The prototype is also limited in terms of user interaction, making it less accessible for the
general public or citizens to upload their monthly credit card statements or similar inputs. Only
banks or financial institutions with datasets similar to the one used for training can fully utilise
the prototype. Limited user interaction capabilities restrict opportunities for incorporating
diverse data sources to improve model accuracy over time.

Regulatory bodies and compliance officers oversee the implementation of fraud detection
systems in financial institutions. The prototype's limitations in real-time processing and user
interaction could impact compliance with regulatory requirements to ensure timely fraud
detection and customer protection.

Recommendation

Based on the findings and limitations identified, several recommendations are proposed. While
logistic regression is practical, consider exploring more advanced models such as gradient
boosting machines (GBMs) or deep learning approaches like neural networks. These models
may capture more complex patterns in the data and potentially improve detection accuracy.

Then, explore possibilities to add and publish other types of datasets on Kaggle, such as
monthly credit card statements, if allowed by data providers. This will enable the system to be
more versatile and useful to a broader audience, including individual users.

Lastly, investigate methods for real-time data processing and deployment of fraud detection
models. Techniques such as stream processing frameworks (e.g., Apache Kafka, Spark
Streaming) and containerisation (e.g., Docker, Kubernetes) can facilitate scalable and efficient
deployment in production environments.
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Conclusion

Stakeholders collectively benefit from the project's outcomes, which include improved fraud
detection accuracy, enhanced security standards, and greater trust in financial transactions. The
project's findings and recommendations encourage ongoing dialogue and collaboration among
stakeholders to further enhance fraud detection systems and mitigate risks effectively.

While effective in its current form for retrospective analysis, future enhancements are
recommended to address real-time processing, user interaction, and model adaptation
challenges. By embracing these recommendations, financial institutions can strengthen their
defences against financial fraud, safeguarding assets and maintaining trust with customers in
an increasingly digital financial landscape.

Overall, the project successfully achieved all its objectives by leveraging machine learning to
enhance fraud detection capabilities in credit card transactions. The prototype demonstrated
promising results in identifying potentially fraudulent activities, laying the groundwork for
future enhancements and applications in financial security systems.
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