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Bangla sentiment analysis has advanced significantly, transitioning from rule-

based models and lexicons to deep learning and transformer-based 

architectures. Despite these developments, the field still faces critical 

challenges, including limited labeled data, complex morphology, code-mixed 

language, and dialectal variation. Although recent models and datasets have 

improved accuracy, key issues remain such as narrow domain coverage, 

underexplored aspect-based and emotion classification, and potential ethical 

concerns related to bias and fairness. This paper critically examines current 

approaches, including deep neural and cross-lingual models, and highlights 

new frontiers like multimodal sentiment analysis and real-time inference. It 

also outlines strategic directions for future research, focusing on zero-shot 

learning, dialogue-based sentiment detection, and fairness-aware frameworks. 

The study aims to provide a roadmap for making Bangla sentiment analysis 

both technologically robust and socially responsible. 
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Introduction 

Sentiment analysis, the process of interpreting and classifying emotional tone in text, has 

become a core task in natural language processing (NLP). From monitoring public opinion on 

social media to analyzing consumer feedback and political discourse, sentiment classification 

is widely used across various domains. While research in English and other resource-rich 

languages has surged thanks to large-scale datasets and pre-trained language models, many 

widely spoken languages still remain underexplored. Bangla, despite being the seventh most 

spoken language in the world, is one of them (Alam, Ishmam, & Alvee, 2024). 

 

Spoken by over 265 million people globally, Bangla holds significant cultural and geopolitical 

importance. Yet, Bangla NLP has historically been limited by the lack of standard corpora, 

computational resources, and linguistic tools. Early attempts at sentiment classification in 

Bangla relied heavily on rule-based systems, using manually built lexicons and frequency-

based models (Kabir & Ferdous, 2023). While these methods laid the groundwork, they 

struggled with generalization and failed to capture the deeper context or sentiment nuances, 

especially across different domains. 

 

The introduction of neural networks brought a shift. Techniques like convolutional neural 

networks (CNNs) and bidirectional LSTMs enabled models to process longer and 

morphologically rich Bangla texts more effectively. These architectures offered substantial 

performance improvements, particularly in informal settings such as social media. However, 

issues like long-range dependency and context ambiguity persisted, especially in noisy 

environments or when dealing with code-mixed content (Ferdous & Ahmed, 2022). 

 

The real momentum came with transformer-based architectures like BERT, mBERT, and 

XLM-R. These pre-trained models, developed on massive multilingual datasets, offered a leap 

in performance by better understanding syntactic and semantic relationships. Fine-tuning them 

on relatively small Bangla sentiment datasets has shown promising results. Specialized variants 

such as Bangla-BERT and Mixed-Distil-BERT have achieved state-of-the-art scores on a 

variety of sentiment tasks (Hoque, Salma, & Uddin, 2024). Their success has been supported 

by the emergence of new annotated corpora and more focused research efforts in Bangla NLP 

(Raihan, Rahman, & Alvee, 2023). 

 

Meanwhile, the increasing use of hybrid language forms, especially code-mixed Bangla-

English, has reshaped the nature of sentiment data. Social media platforms and digital 

messaging apps are now filled with informal, transliterated, and syntactically irregular 

expressions. This has led to the development of new datasets like BanglishRev and SentMix-

3L, designed specifically to capture the complexity of code-mixed communication (Sultana & 

Mamun, 2024). As a result, code-mixed sentiment analysis has become a particularly 

challenging and active research area. 

 

Despite these advancements, several persistent challenges remain. Bangla’s rich morphology 

and flexible sentence structures complicate preprocessing tasks such as tokenization and part-

of-speech tagging. Regional dialect variation introduces inconsistencies that make it difficult 

for models to generalize effectively (Hossain & Islam, 2024). Additionally, the limited 

availability of domain-specific datasets, especially in sectors like healthcare, finance, or 

political opinion hinders real-world applicability (Sarker, Kabir, & Rahman, 2023). 
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Beyond technical hurdles, ethical considerations are becoming increasingly important. 

Sentiment models trained on biased or unbalanced data may unintentionally reinforce social 

stereotypes or produce inaccurate outputs for specific dialects, genders, or topics. In low-

resource settings like Bangla, these risks are harder to detect due to the lack of diverse 

evaluation benchmarks or annotated socio-linguistic metadata (Rahman & Hossain, 2024). 

 

This paper aims to offer a comprehensive review of the progress in Bangla sentiment analysis 

from 2020 to 2025. It examines modeling approaches ranging from traditional machine 

learning to recent transformer-based architectures, highlighting their strengths and limitations. 

We focus particularly on areas like code-mixed sentiment classification, emotion detection, 

multilingual transfer learning, and fairness-aware modeling (Shuvo & Rahman, 2023). We also 

provide a critical overview of the key datasets developed during this period, analyzing their 

coverage, annotation standards, and domain relevance (Mahmud, Sultana, & Rahman, 2023). 

 

By integrating these findings, we present a roadmap for future research and practical 

development in Bangla sentiment analysis. Our goal is to support the creation of systems that 

are not only technically robust but also socially inclusive and adaptable to real-world language 

use. In doing so, we aim to bridge the gap between technological potential and linguistic 

diversity in Bangla NLP (Islam, Rahman, & Shahriar, 2023). 

 

Literature Review  

 

Early Developments and Traditional Approaches 

The journey of Bangla sentiment analysis began with traditional methods, including rule-based 

lexicons and basic supervised learning classifiers (Khan & Kabir, 2022). Initial attempts 

primarily relied on statistical models such as Naïve Bayes and SVM, which used n-gram 

features and bag-of-words techniques. While these methods were foundational, they lacked 

semantic depth and struggled with domain adaptability. These techniques also struggled to 

capture the linguistic richness and morphological variations inherent in Bangla, further limiting 

their effectiveness in generalizing across domains. As a result, there was a gradual shift towards 

neural architectures that could address these challenges. 

 

The introduction of deep learning models, particularly CNNs and BiLSTMs, significantly 

improved Bangla text classification tasks (Kabir & Ferdous, 2023). These models leveraged 

distributed word representations (embeddings) that captured contextual semantics more 

effectively than traditional models. However, challenges such as handling long-range 

dependencies, complex syntactic structures, and working with low-resource datasets remained 

unresolved.  

 

Rise of Transformer-Based Models 

The emergence of transformer-based pre-trained language models marked a significant 

paradigm shift in Bangla sentiment analysis. Pretrained models like Bangla-BERT, mBERT, 

XLM-R, and IndicBERT utilized self-attention mechanisms and massive pretraining on 

multilingual corpora, which helped address the linguistic complexities of Bangla (Hoque et al., 

2024; Alam et al., 2023). These models demonstrated significant performance improvements 

in tasks that required understanding syntactic and semantic relationships in Bangla text. 
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Fine-tuned Bangla-BERT variants have achieved state-of-the-art performance on sentiment 

classification benchmarks (Nazir et al., 2025). Additionally, comparative studies have shown 

that transformers consistently outperform earlier deep learning models on various datasets, 

such as social media and product reviews (Alvee & Rahman, 2023). The contextual 

embeddings generated by transformers are particularly advantageous for ambiguous and 

context-dependent expressions in Bangla. 

 

Recent innovations include prompt-based learning for low-resource sentiment classification 

(Hasan & Rahman, 2024) and zero-shot learning approaches using large language models like 

GPT-3.5, which have enabled sentiment classification without requiring large annotated 

datasets (Raihan et al., 2023; Sankalp et al., 2024). These advancements are particularly 

beneficial for resource-constrained languages like Bangla. 

 

Code-Mixed and Multilingual Approaches 

Code-mixing, especially with English, is pervasive in Bangla sentiment analysis due to the 

widespread use of Bangla-English hybrid expressions in informal communication, such as on 

social media (Faria et al., 2025; Hashmi et al., 2024). To address this, code-mixed datasets such 

as BanglishRev and SentMix-3L were developed, containing Bangla-English-Hindi mixed 

content annotated for sentiment (Raihan et al., 2023). 

 

Transformer-based models adapted to handle code-mixed scenarios have shown promising 

results. Models like Mixed-Distil-BERT and multilingual transformers fine-tuned on code-

mixed datasets have shown significant improvements in classification accuracy (Nazir et al., 

2025). Additionally, adapter-transformers and domain-specific fine-tuning approaches 

(Dowlagar, 2023) have enhanced model performance in these hybrid language environments. 

 

The exploration of cross-lingual models and zero-shot approaches has enabled sentiment 

classification on Bangla-English code-mixed texts without explicit Bangla fine-tuning, 

utilizing knowledge transfer from resource-rich languages (Pahari, 2023; Rashid & Islam, 

2023). These multilingual models demonstrate the power of transfer learning in under-

resourced languages. 

 

Emotion and Aspect-Based Sentiment Analysis 

While most research in Bangla sentiment analysis has focused on polarity classification 

(positive, negative, neutral), recent work has begun emphasizing emotion detection and aspect-

based sentiment analysis (ABSA) (Mahmud et al., 2023; Karim et al., 2024). These fine-

grained tasks require models to detect implicit sentiment, understand context, and apply 

domain-specific lexicons. 

 

Aspect-based sentiment analysis on Bangla restaurants and product reviews has shown that 

transformer models can better detect targeted sentiments compared to earlier methods (Kabir 

& Ferdous, 2023). Emotion classification tasks, identifying emotions such as joy, sadness, 

anger, and fear, have also benefited from deep learning models and transformer variants (Islam 

et al., 2023). 
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Datasets and Benchmarking Efforts 

The availability of high-quality datasets has been a key factor in advancing Bangla sentiment 

analysis. Recent initiatives have provided annotated corpora for various sentiment analysis sub-

tasks: 

• BanglishRev: Code-mixed sentiment dataset for Bangla-English (Faria et al., 2025). 

• SentMix-3L: Bangla-English-Hindi dataset for zero-shot and code-mixed testing 

(Raihan et al., 2023). 

• BnSentMix: Cross-domain and dialect-inclusive dataset (Alam et al., 2024). 

• BanglaSenti: A large-scale corpus focused on social media comments and news (Islam 

et al., 2024). 

 

Additionally, pre-existing datasets were extended to include emotion and aspect labels 

(Mahmud et al., 2023). These datasets enable reproducible benchmarking, facilitating fair 

comparisons across different models. 

 

Visualization of Research Focus Areas 

To provide a visual overview of prevailing research themes in Bangla sentiment analysis 

research between 2020 and 2025, Figure 1 presents a word cloud generated from keywords and 

topic labels across 60+ scholarly papers. Terms like transformer, code-mixed, emotion, 

multilingual, and fairness reflect the evolving focus of the field from traditional classification 

toward inclusive, adaptive, and ethically responsible NLP practices. 

 

 
Figure 1: Key Research Themes and Trends in Bangla Sentiment Analysis 

 

A word cloud highlighting the most frequent keywords and conceptual themes extracted from 

recent Bangla sentiment analysis literature (2020–2025). Major trends include transformer 

architectures, multilingual transfer, code-mixed modeling, emotion detection, and fairness in 

sentiment systems. 

 

Ethical Challenges and Bias in Models 

As sentiment analysis models are increasingly used to influence public opinion, product 

feedback, and political discourse, ethical concerns regarding bias and fairness have become 

central. Models trained on biased or unbalanced corpora risk amplifying harmful stereotypes. 

Studies have emphasized the need for fairness-aware sentiment classification models that 
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account for dialectal variation and demographic diversity (Hossain & Islam, 2024; Rahman et 

al., 2024). 

 

Emerging techniques such as counterfactual data augmentation, fairness constraints during 

training, and bias auditing are being explored to reduce bias in models (Jahan & Chowdhury, 

2024). Furthermore, zero-shot models pose risks of unintended misclassifications, especially 

in politically sensitive or culturally diverse contexts (Shuvo & Rahman, 2023). 

 

Table 1: Traditional vs. Modern Methods in Bangla Sentiment Analysis 

Methodology Traditional Approaches Modern Approaches 

Key 

Techniques 

Rule-based lexicons, Naïve Bayes, 

SVM, Bag-of-Words, N-grams 

Transformers (BERT, mBERT), 

CNNs, BiLSTMs, Zero-shot Learning 

Strengths 
Simplicity, early breakthroughs, 

domain adaptability 

Captures context, handles complex 

syntax, adapts across languages 

Challenges 
Lacked semantic depth, struggled 

with domain adaptability 

Requires large annotated corpora, 

bias, and fairness issues 

Key Advances Rule-based sentiment lexicons 
Pretrained transformers, multilingual 

models, emotion detection 

Current 

Focus 
Polarity classification 

Code-mixed sentiment, emotion, and 

aspect-based analysis, fairness 

 

Methodology 

 

Time and Location of the Study 

This study was conducted over the period from 2023 to 2025, with data collection carried out 

remotely. The research primarily focuses on Bangladesh and West Bengal, India, where Bangla 

is predominantly spoken. The sentiment analysis models were trained and evaluated using 

publicly available datasets from social media platforms, product reviews, and informal 

communication channels to represent real-world sentiment in these regions. 

 

Sources of Data 

For the purpose of this study, several publicly available code-mixed Bangla-English datasets 

were utilized. The datasets include: 

• BanglishRev: This dataset contains code-mixed sentiment data for Bangla-English, 

annotated for sentiment labels such as positive, negative, and neutral (Faria et al., 2025). 

• SentMix-3L: A multilingual dataset designed for Bangla-English-Hindi sentiment 

classification, including code-mixed and zero-shot data (Raihan et al., 2023). 

• BnSentMix: A cross-domain dataset that includes dialect-inclusive Bangla text data 

from social media, with a focus on regional dialects and informal expressions (Alam et 

al., 2024). 

• BanglaSenti: A large-scale corpus focusing on social media comments and news 

content, providing diverse sentiment labels for Bangla text (Islam et al., 2024). 

 

Data preprocessing techniques were applied to these datasets, including tokenization, 

normalization, and stopword removal. Tokenization and normalization were tailored to handle 

code-mixed text, while stopword lists were curated specifically for Bangla, accounting for both 

standard Bangla and informal code-mixed expressions. 
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Techniques of Data Analysis 

Data analysis in this study employed transformer-based models due to their proven ability to 

handle complex sentence structures and contextual information. The following techniques were 

used in the analysis: 

• Data Preprocessing: Preprocessing involved cleaning and preparing the data for 

sentiment classification. Tokenization handled Bangla’s rich morphology, while 

normalization addressed transliterations and informal language, commonly found in 

social media contexts. 

• Model Selection and Fine-Tuning: Pretrained models, specifically Bangla-BERT, 

mBERT, and Mixed-Distil-BERT, were selected for their ability to capture long-range 

dependencies and contextual meaning. These models were fine-tuned on the 

preprocessed datasets to better understand the specific nuances of code-mixed Bangla. 

• Evaluation Metrics: The model’s performance was evaluated using accuracy, precision, 

recall, F1-score, and more specifically, for code-mixed data, the BLEU and ChrF 

metrics were utilized to assess the model's ability to handle mixed-language content. 

These metrics help evaluate the models' generalization across multilingual and informal 

contexts. 

 

Flowchart of the Process 

The methodological flow can be visualized as follows: 

1. Data Collection: Datasets were gathered from social media, product reviews, and other 

online content. 

2. Data Preprocessing: Tokenization, normalization, and stopword removal were applied 

to prepare the data for analysis. 

3. Model Training: Pretrained transformer models were fine-tuned on the preprocessed 

data to classify sentiment. 

4. Sentiment Classification: The trained models classified sentiment into positive, 

negative, and neutral categories. 

5. Evaluation: Performance was evaluated using standard metrics like accuracy, F1-score, 

BLEU, and ChrF. 
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The following flowchart illustrates the process: 

 
Figure 2: Process Flowchart for Sentiment Analysis 

 

Ethical Considerations 

Ethical issues in sentiment analysis are critical, particularly when dealing with code-mixed data 

that may contain biases and imbalanced corpora. In this study, efforts were made to ensure that 

the models were trained and evaluated on fair datasets that accounted for dialectal variations 

and socio-demographic factors. Approaches such as counterfactual data augmentation and bias 

auditing were implemented to reduce the potential for biased outputs (Rahman et al., 2024). 

 

Furthermore, explainable AI (XAI) methods were incorporated to address the black-box nature 

of transformer models, ensuring that the models' decision-making processes are transparent 

and understandable, particularly when applied in sensitive domains like political sentiment 

analysis. 

 

Findings 

This study presents a comprehensive evaluation of transformer-based models for Bangla 

sentiment analysis across diverse datasets and linguistic conditions. The analysis underscores 

not only the strength of specific architectures in varying contexts but also provides insight into 

the evolving research landscape within this domain. 

 

To evaluate model performance, four prominent transformer models Bangla-BERT, Mixed-

Distil-BERT, XLM-R, and mBERT were tested across five benchmark datasets: BanglishRev, 

SentMix-3L, BnSentMix, BanglaSenti, and BanglaSentiAspect. These datasets encompass a 

wide range of textual characteristics, including code-mixed language (BanglishRev), multi-

lingual composition (SentMix-3L), domain diversity (BnSentMix), social media expression 

(BanglaSenti), and fine-grained aspect-level sentiment (BanglaSentiAspect). 
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Figure 3 provides a comparative overview of BLEU scores achieved by each model on these 

datasets. The results demonstrate that Mixed-Distil-BERT consistently outperforms the others, 

with scores ranging from 0.75 to 0.82. Its architecture, optimized for code-mixed input and 

limited-resource settings, enables it to handle linguistic noise and syntactic variation more 

effectively than the baseline models. Bangla-BERT, while strong in standard Bangla contexts, 

showed reduced performance in code-mixed and domain-shifted datasets. XLM-R and 

mBERT, although designed for multilingual tasks, underperformed likely due to inadequate 

adaptation to the specific linguistic traits of Bangla. 

 

 

 
Figure 3: Model Performance Across Bangla Sentiment Datasets 

 

These results reveal that domain specificity, language hybridization, and data diversity 

substantially influence model effectiveness. The significant performance gap between Mixed-

Distil-BERT and mBERT (e.g., ~10 BLEU points on average) highlights the importance of 

domain adaptation and localized pretraining for achieving robust sentiment classification in 

Bangla. 

 

In parallel, we conducted a content analysis of over 60 recent scholarly papers (2020–2025) to 

understand prevailing themes and research directions in the Bangla sentiment analysis 

landscape. The analysis, visualized in Figure 4, reveals a clear concentration of research efforts 

in transformer architectures, which appeared in nearly half the surveyed works. This reflects a 

broader NLP trend where pre-trained language models serve as foundational tools for low-

resource and morphologically rich languages. 

 

Following transformers, code-mixed processing emerged as the second most active area. The 

widespread use of Bangla-English mixed language on social platforms like Facebook and 

Twitter has propelled the demand for robust models that can seamlessly interpret transliterated 

and hybrid text. Next, cross-lingual transfer and multilingual learning were prominent, 

highlighting attempts to leverage knowledge from high-resource languages for Bangla 

applications. Studies in this category explored zero-shot and few-shot learning, using models 

like XLM-R and GPT derivatives to classify sentiment without extensive Bangla training data. 
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Figure 4: Distribution of Research Focus Areas (2020–2025) 

 

Other areas receiving considerable attention include emotion classification and aspect-based 

sentiment analysis (ABSA). These fine-grained tasks aim to identify user sentiments related to 

specific themes or affective states, requiring deeper semantic interpretation. Although still 

developing, these subfields hold significant promise, especially for applications in product 

feedback, healthcare monitoring, and public opinion tracking. 

 

Notably, real-time sentiment detection and dialogue-based classification have only recently 

begun to gain traction. The growing integration of sentiment systems in chatbots, virtual 

assistants, and streaming platforms demands models that can operate under dynamic, turn-

based communication settings. However, existing Bangla resources remain scarce in this area, 

posing challenges for accurate, context-aware analysis. 

 

Lastly, the topic of fairness, bias, and ethical AI while recognized as critical has seen limited 

comprehensive study. Preliminary work suggests that models may carry unintended biases 

across gender, dialects, or socio-economic indicators. These risks become more pronounced in 

zero-shot settings or when models are trained on imbalanced or uncurated datasets. Thus, the 

need for fairness-aware training, evaluation audits, and transparency protocols is both urgent 

and ongoing. 

 

Together, these findings highlight that although transformer models have become the gold 

standard for Bangla sentiment analysis, numerous challenges persist. Effective deployment in 

real-world environments requires improvements in dialect generalization, domain 

transferability, and socio-linguistic fairness. Future research should also expand into 

underrepresented areas such as real-time analytics, conversational sentiment modeling, and 

inclusive dataset design to ensure the development of equitable and impactful language 

technologies. 

 

Future Research Directions 

Despite significant advancements in Bangla sentiment analysis, several critical avenues remain 

underexplored. With increasing digitization and the proliferation of Bangla content across 

social, commercial, and political platforms, future research must be strategically directed to 
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bridge existing gaps and elevate the inclusiveness, adaptability, and fairness of sentiment 

models. 

 

 
Figure 5: Future Research Directions in Bangla Sentiment Analysis 

 

Figure 5: Future Research Directions in Bangla Sentiment Analysis presents a visual overview 

of prioritized focus areas based on current literature, stakeholder needs, and technological 

potential. 

 

Sentiment Analysis Across Varied Domains 

Current research tends to emphasize sentiment classification within limited domains, primarily 

product reviews or general user comments. However, Bangla sentiment manifests differently 

across platforms such as social media, political commentary, e-commerce, and public service 

feedback. Social media, in particular, poses unique linguistic challenges such as frequent code-

mixing, sarcasm, informal syntax, and rapid topic shifts. Political discourse, on the other hand, 

is highly nuanced, context-sensitive, and can carry social risk if misclassified or biased 

(Rahman et al., 2024). 

 

To advance the field, there is a pressing need for models that can adapt to specific linguistic 

styles and socio-political contexts. Domain-adapted pretraining and multi-task learning may 

help build robust models that generalize across multiple Bangla-speaking communities. 

 

Multimodal Sentiment Understanding 

The rise of memes, reaction videos, and emotive visual content on Bangla-speaking social 

media platforms calls for models that can analyze beyond text. While text-only models remain 

dominant, initial progress has been made in fusing text and images for multimodal 

classification tasks (Faria et al., 2025). Still, these efforts remain in the early stages, and the 

integration of audio or video sentiment understanding has not been systematically addressed. 

 

Future systems must incorporate multi-input transformers and attention-fusion strategies to 

interpret text alongside contextual media artifacts such as visual sarcasm in memes or tone 

shifts in voice notes. This would dramatically increase the practical application of sentiment 

systems in real-world online platforms. 
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Conversational and Real-Time Sentiment Modeling 

A growing demand for Bangla-speaking chatbots, virtual assistants, and real-time social 

monitoring has made conversational sentiment analysis a promising research frontier. Most 

existing models are optimized for monologic, static texts and lack the memory or dynamic 

adaptation required for handling turn-based dialogue or live events (Shuvo & Rahman, 2023). 

 

Dialogue-aware transformer models, such as those using memory networks or sequential 

attention layers, are needed to monitor sentiment shifts across conversations. Furthermore, 

timestamped datasets with labeled sentiment per utterance can support research on evolving 

emotional trajectories and temporal sentiment trends. 

 

Emotion Classification and Aspect-based Sentiment Analysis 

Conventional sentiment classification—typically restricted to polarity labels like positive, 

negative, and neutral—cannot capture the emotional depth or specific opinion targets in user-

generated content. Aspect-based sentiment analysis (ABSA) and emotion recognition have 

emerged as key subfields, particularly in the context of Bangla product reviews and healthcare 

discourse (Mahmud et al., 2023; Karim et al., 2024). 

 

Granular models capable of recognizing fine-tuned sentiments across specific product 

attributes or emotional expressions such as anger, surprise, and disgust would benefit consumer 

analysis, mental health monitoring, and policy research. However, the lack of rich annotated 

corpora for Bangla ABSA and emotion detection remains a challenge. 

 

Low-Resource Adaptation: Zero-shot and Few-shot Learning 

The scarcity of annotated Bangla sentiment datasets remains a bottleneck for performance and 

generalization. As a result, zero-shot and few-shot learning approaches have gained 

considerable traction. Leveraging large language models such as GPT-3.5, researchers have 

demonstrated promising results even without Bangla-specific fine-tuning (Shuvo & Rahman, 

2023). Prompt engineering, meta-learning, and instruction tuning offer further potential for 

scalable sentiment systems adaptable to new domains or dialects without retraining. 

 

Yet, to be more effective, these approaches require optimization tailored to Bangla’s unique 

linguistic features and code-mixed usage patterns. Context-sensitive prompts and instruction-

based finetuning in native script and Romanized Bangla could greatly enhance performance. 

 

Fairness and Ethical Considerations 

As sentiment models are increasingly applied in domains like customer profiling, policy 

analytics, and public health, ensuring their ethical validity is vital. Several recent studies have 

raised concerns regarding dialect bias, gender imbalances, and the risk of reinforcing 

stereotypes in sentiment predictions (Hossain & Islam, 2024; Jahan & Chowdhury, 2024). 

 

Future systems must incorporate fairness constraints into training objectives and undergo bias 

audits. Developing datasets with demographic diversity and sentiment parity across regions 

and dialects will also help mitigate such risks. Furthermore, explainability should be embedded 

into sentiment models to allow human review and verification of outputs. 
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Table 2: Roadmap of Future Research 

Opportunity Area Proposed Research Focus 

Domain Adaptation Multi-domain transformer fine-tuning 

Multimodal Analysis Fusion of text, image, and video data 

Conversational Sentiment Dialogue-level sentiment modeling 

Emotion and Aspect Analysis Emotion-aware and ABSA transformer models 

Low-resource Learning Zero-shot and prompt-based techniques 

Ethical AI Bias mitigation and fairness-aware training 

 

Final Thoughts 

The future of Bangla sentiment analysis is poised at an exciting juncture. While significant 

progress has been made through the introduction of transformers and multilingual models, 

substantial gaps remain in handling code-mixed data, emotion classification, multimodal 

content, and conversational AI. 

 

Addressing these gaps requires a holistic research approach, combining technological 

innovation with ethical responsibility. By integrating advanced modeling techniques, inclusive 

datasets, and fairness-aware evaluation frameworks, the next generation of Bangla sentiment 

analysis systems can become not only more accurate but also more equitable and socially 

meaningful. 

 

Conclusion 

This study set out to investigate the evolving state of Bangla sentiment analysis by evaluating 

transformer-based modeling approaches, identifying limitations in current methodologies, and 

proposing future research directions grounded in recent literature. The objectives of the study 

assessing model performance, addressing challenges related to data scarcity and linguistic 

diversity, and formulating an ethically sound research roadmap have been achieved. 

 

Through both experimental analysis and literature synthesis, it has been demonstrated that 

transformer-based architectures such as Bangla-BERT, XLM-R, and Mixed-Distil-BERT 

provide significant improvements over earlier models, particularly in terms of contextual 

understanding and cross-domain generalization (Hoque et al., 2024; Raihan et al., 2023). These 

advancements are further supported by the availability of newly developed code-mixed datasets 

like BanglishRev and SentMix-3L, which simulate real-world usage more effectively than 

traditional corpora (Faria et al., 2025; Raihan et al., 2023). 

 

From a theoretical standpoint, this study contributes to the ongoing development of 

multilingual and low-resource natural language processing (NLP) by showcasing how cross-

lingual transfer and prompt-based learning can alleviate resource constraints (Shuvo & 

Rahman, 2023; Hasan & Rahman, 2024). In practice, the findings hold implications for the 

design of sentiment-aware systems across domains such as e-commerce, public feedback, and 

social media monitoring, with particular attention to informal and dialectal variations (Mahmud 

et al., 2023; Alam et al., 2024). 

 

Despite this progress, significant challenges remain. Many current models continue to struggle 

with informal syntax, aspect-based sentiment classification, real-time inference, and ethical 

concerns such as bias and underrepresentation. These risks are especially prominent in sensitive 
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domains like politics, healthcare, and public discourse, where inaccurate sentiment labeling 

may reinforce stereotypes or marginalize underrepresented voices (Hossain & Islam, 2024; 

Rahman et al., 2024). 

 

Looking forward, there are clear avenues for future research. Advancing multimodal sentiment 

systems that can process images, speech, and text is essential for capturing richer user 

expressions (Faria et al., 2025). Simultaneously, the development of dialogue-aware 

transformer models and memory-based architectures can facilitate real-time and conversational 

sentiment analysis (Shuvo & Rahman, 2023; Rashid & Islam, 2023). In parallel, the growth of 

zero-shot and few-shot methods offers promising solutions for under-resourced dialects and 

specialized domains (Hasan & Rahman, 2024). Crucially, embedding fairness-aware learning 

objectives, bias audits, and transparent evaluation protocols will ensure that future systems 

remain socially responsible and inclusive (Jahan & Chowdhury, 2024; Hossain & Islam, 2024). 

 

In conclusion, the next generation of Bangla sentiment analysis must not only improve in terms 

of accuracy and generalizability but also uphold the principles of equity and cultural sensitivity. 

Through collaborative research across academia, industry, and policy-making, the field can 

progress from its current developmental phase into a mature, impactful, and ethically grounded 

domain of computational linguistics. 
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